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Abstract— This paper proposes an ecological approach for 
object relationship extraction. First, we explain the ecological 
approach used to develop our previous works in the perception 
of a partner robot. Second, we developed a framework for 
finding the relation of objects based on scenarios of daily human 
activities. We represent the relationships among objects in a 
graph consisting of nodes and edges. Graph Convolutional 
Networks (GCN) is used to train the graph and perform semi-
supervised classification. Third, we generate and prepare the 
datasets and then train the GCN. Finally, we present training 
visualization in two different scenarios. The proposed methods 
allow the system to identify the object based on its relationship. 
This approach is then used as a starting point to implement the 
ecological factors in elderly care robot applications. 

Keywords— object relationship extraction, ecological 
approach, graph convolutional networks, elderly care robot 

I. INTRODUCTION

The COVID-19 pandemic has increased the risks to 
physical and mental health among people. The social 
restrictions imposed worldwide have had an economic impact, 
and the government has provided various social assistance 
programs to vulnerable and affected populations [1]. The 
elderly are a part of the community that is vulnerable when 
this pandemic occurs. Almost every day, the elderly are active 
at home as a place to live. They feel lonely throughout the day 
because they are left behind by working families or live alone 
because their husbands or wives have died. Family members, 
health-care professionals, or communities around the elderly 
cannot adequately accompany the elderly. Therefore they are 
required to be able to live independently in their loneliness [2]. 

There is much technology that can help the elderly to do 
activities at home. Smart home technology [3] can automate 
household appliances and monitor home security. Telehealth 
technology [4] can monitor the physiological of the elderly 
and report it to health-care facilities. There are currently many 
Internet of things applications connecting people with the 
device and their surrounding communities [5]. However, the 
issue of elderly loneliness at home is still gaining much 
attention.  Many studies provide the solution for a robot 
capable of supporting and taking care of the elderly in their 
home [6]. 

The elderly care robot’s application still leaves ethical 
problems [7] because it cannot replace humans’ roles in 
accompanying the elderly. Many demands in this type of robot 
so that they get to know the elderly personally. Companion 

robot technology for the elderly is currently quite widely 
developed [6], [8]. In its development, the personal intelligent 
robot system is not enough to solve all the problems of the 
elderly who live alone at home. It occurs because home issues 
are very complex and challenging for robots to understand. 
Many factors indirectly affect the activities of the elderly at 
home [9]. Many activities take place between the individual 
with surrounding environments and objects.  It is, therefore, 
essential to describe all these interactions into the 
representation of the ecological approach. 

The ecological approach is an analysis method that 
emphasizes the relationship between humans and their 
environmental activities [10]. Humans and their various 
activities are always the focus of analysis concerning their 
abiotic, biotic,  social, economic, and cultural environments. 
This approach is essential for the robot to provide the best 
service [11] according to the object and environment related 
to human behavior.  This research aims to enhance the 
elderly’s quality of life. This approach looks at the problem 
from the perspectives of interactions in the home as an 
ecosystem. We use object detection as an initial step to this 
approach.  

Previous studies have shown the relationship between 
objects in graph data structures [12], [13]. This data structure 
comprises many object nodes and numerous edges that 
represent the relationships of objects. To identify and visualize 
the interaction of items in many contexts, we have used Graph 
Convolutional Networks [14]. By identifying the relationships 
between objects, we can recognize groups of objects in 
supporting human activities.  

This research aims to represent the ecological approach for 
object relationship extraction in our elderly care robots 
development [15].  The method developed is based on our 
previous Informationally Structured Space (ISS) [8].  This 
paper also contributes mainly to the formulation of the 
framework for representing the relationships between the 
elderly and objects as ecological factors. This understanding 
is essential for robots to provide the best possible service 
following the ecological based on the current conditions. 
Therefore, this study is also expected to enhance quality of life 
of the elderly, especially in this pandemic. 

This paper is structured in several stages as follows. 
Section 2 discusses why we use the ecological approach in the 
development of elderly care robots. Section 3 proposes a 
methodology in the development of object relationship 



extraction-based robot visual perceptions using GCN. Section 
4 shows the training results of the GCN and discusses the 
effectiveness of the proposed method. Finally, section 5 
presents the conclusions and future works of the research. 

II. ECOLOGICAL APPROACH

Ecology is not directly linked to robotics, but various 
robotics applications are being developed under these 
principles. The ecology terms in the robotics field were first 
used by Arkin (1996) from his article on the schema-theoretic 
approach to ecological robotics [16]. And then continued by 
Duchon (1998) that described the principles of this approach 
[17]. The most important rule of the ecological approach in 
robots is the relationship between perception and action. An 
agent-environment system considers as a unit of analysis. The 
function is learning about affordance as objects of perception, 
combined with learning techniques and perceptual 
development. However, this will require adaptation and 
learning processes as with ecosystems in nature. 

In the concept of ecology, home is an ecosystem consisting 
of several interrelated things [18]:  living things such as 
humans, pets, plants; non-living things such as furniture, tools; 
and other environmental factors such as outdoor weather. All 
connect and build harmonious relationships. However, new 
problems will arise when robots enter the home ecosystem. 
Robots may be considered foreign-factors that can threaten the 
ecosystem as foreign-factors may damage the ecosystem’s 
natural balance. This problem is a challenge in developing 
companion robots [19]. Robots that act as agents must have 
the ability to capture all information from the environment. 
Such information is like the relationship between objects 
around the robot, human activities, and other variables. This 
view is the first step in building the cognitive concept that 
robots need to grasp the scene. 

The elderly have several daily living activities  (ADL) 
such as eating, bathing, dressing, toileting, moving, and 
continence,  involving several or many living things and 

objects. Robots need to understand the relationship between 
ADLs and entity objects in the ecosystem [20]. We proposed 
an ecological approach to develop an understanding of the 
robot of the object relationship. There are two types of 
parameters on the objects, namely system and environmental 
parameters. System parameters may be able to adjust 
according to the desired target.  

An example is an object in the house. We can define the 
objects that we want to use for certain activities. For example, 
glass is an object used for drinking s. However, some items 
may have more than one function. For example, the function 
of glass may be for drinking and medication activities. It is 
challenging to change environmental parameters since those 
parameters naturally exist-for example, ambient, temporal, 
and spatial factors. Including health factors, we cannot control 
them directly, but habits can change health. Fig. 1. illustrates 
how robots perceive humans from an ecological point of view. 

Technological developments such as robotics currently 
aim to help the elderly,    emphasizing their independence as 
a principal objective. We highlight how robots enter the field 
of human experience with objects around them [21]. This 
approach is the basis for robots to behave or provide the best 
service according to the current situation of the elderly. The 
ability to understand this ecosystem allows robots as agents to 
behave adaptively in various situations and conditions.  We 
used a system parameter as a learning input for the robot. The 
robot will see how humans interact with objects in the house. 
The robot can then classify the objects used according to the 
context of human activity.  We present a methodology for 
developing object relations based on the visual perception of 
robots using learning algorithms in the following section. 

III. PROPOSED METHOD

  This section will discuss the proposed method used in the 
ecological approach to the elderly care robot. The system 
consists of four parts: generating datasets, data preprocessing, 

Fig 1. The robot views of human activity from ecological approach. 



defining the Graph Convolutional Networks (GCN), training, 
and visualization. 

A. Generating datasets 

To generate the datasets, we use vision-based data 
acquisition that consists of an object detection algorithm. This 
experiment used an object detection algorithm with the 
MobileNetV2 architecture [22] and using the COCO Label 
dataset [23]  because the architecture has diverse data set and 
has high accuracy. The goal is to obtain captured objects list 
at a particular time. This system used Logicool HD 1080 pixel 
web-camera to grab the image. The computer that we used is 
NVIDIA Jetson TX2 [24], which is an embedded AI 
computing device with  JetPack 4.3 that provides Ubuntu 
18.04.3 LTS (Bionic Beaver) as the operating system. These 
hardware systems will determine the interaction between 
humans and the object. This system will use two necessary AI 
components, namely cuDNN 7.6.3 and TensorRT 6.0.1. 
NVIDIA CUDA Deep Neural Network Library (cuDNN) 
offers highly tuned implementations for regular routines such 
as forward and reverse convolution, pooling, normalization, 
and activation layers [25]. Although TensorRT is an SDK for 
deep learning inference to high performance. This hardware 
includes a deep learning inference optimizer and runtime 
which delivers low latency and high-throughput for app 
lications with deep learning inferences.  

We use two scenarios to show human activities related to 
objects in daily activities. The scenario chosen is on-table 
activities, including lunch and work. We have conducted 
experiments using ten items, namely: (0) person, (1) bottle, 
(2) bowl, (3) spoon, (4) fork, (5) keyboard, (6) cup, (7) laptop, 
(8) mouse, and (9) cellphone. We choose one person as a 
human object to perform these activities sequentially for 
approximately 10 minutes every scenario. The camera 
captures human activity with these objects every second and 
stores them in the datalog in CSV-file format. A program we 
created to read the file and generate a graph consisting of 
nodes and the relationships between nodes. The program 
calculates the appearance frequency of each object and 
associates it with other items [26].  The program then 
determines the relationship between these objects and insert 
them into the edge elements in the graph. The next section 
discusses how to prepare data for further processing. 

B. Data preprocessing 

 The data preparation consists of several stages: data 
filtering, data aggregation, and graph representation. Data 

filtering is the stage where the system evaluates collected data 
to indicate whether the object data is valid or not. Invalid 
information typically produces noise or object detection 
errors. For example, the error object detection typically occurs 
rarely and can be ignored. Then the data aggregation is 
performed to handle a large amount of data [27].  Data 
acquisition is generally performed per unit of seconds to 
generate data that does not vary much.   Not all data is 
processed, and it is possible to simplify these data. The 
simplifications here are generalizations for large amounts of 
data. For example, data getting in every frame-rate can be 
generalized for every second so that one data can represent 
several data. 

The data collected will be formed into a graph that 
represents ecology. A graph data structure is currently widely 
used as a natural framework to find interactions among 
elements represented as graph nodes. Each node may 
represent data related to the features it has, while the edges 
mean the relationship between one object and another object. 
A graph is a computational logic-based representation. 
Information conveyed in this model can be manipulated by 
computer programs and simplified in data structures for 
further processing. These data are built into a graph structure 
using the spring model NetworkX  [28]. Next, we can assign 
the features to nodes and edges in the networks. Then, we 
stored all nodes and edges are in NumPy arrays. One for the 
source and the other for the destination.  The edges are 
directional in the default system, so we must make the edges 
bi-directional before constructing the graph structure. Fig. 2 
shows the experimental setup, including the equipment (a) and 
object numbering for graph representation (Fb). The next 
section discusses how to define Graph Convolutional 
Networks further. 

C. Define the Graph Convolutional Networks 

 Most of the graph data were built from real-world 
interactions such as social networks and the World Wide Web. 
Several researchers have processed graph using classical 
techniques such as kernel methods [29] and graph 
regularizations [30]. Recently, a neural network has been used 
to generalize datasets using graph structures [31]. This period 
is the beginning of the rising Graph Convolutional Networks 
(GCN). The architecture is similar to a traditional CNN, but it 
takes graphs as input. Also, the convolution and pooling 
operations are different in principle. We use Deep Graph 

 
(a) 

 

 
(b) 

Fig 2. Experimental setup : (a) equipment; (b) object numbering with graph representation.   



Library (DGL), a Python package dedicated to deep learning 
on the graph structure [32]. These tools built-in existing tensor 
Deep Learning frameworks (Pytorch or MXNet) and 
simplifying the implementation of graph-based neural 
networks. This experiment will learn scene understanding by 
using DGL enables computation on graphs from a high level.  
We then train our graph dataset with GCN in DGL to classify 
nodes in a graph.  

This research focused on object detection related to our 
daily activity. The scenario is a network that includes ten 
objects and pairwise links between objects which interact in 
everyday activity. The object later divides into two classes led 
by the person (node 0) and the selected item. To perform node 
classification, we use the simplest definition of the GCN 
framework developed by Kipf and Welling (2017) [14]. At 
layer l, each node vi

l carries a feature vector hi
l. Each GCN 

layer tries to aggregate the features from ui
l where ui are 

neighborhood nodes to v into the next layer representation at 
vi

l+1. An affine transformation with some non-linearity follows 
this. The definition of GCN describes as a message-passing 
paradigm. Each node will update its feature with information 
sent from neighboring nodes. Fig. 3 shows the illustration of 
message passing in Graph Neural Networks. 

 
Fig.3 Message passing in Graph Neural Networks [14] 

 We define a model that contains two GCN layers. The first 
layer transforms input features of a size of 5 to a hidden 
dimension of 5. The second layer transforms the hidden layer 
and produces output features of length 2, corresponding to the 
two classes of the objects.  We use learnable embeddings to 
initialize the node features. Since this is semi-supervised 
learning, only the person (node 0) and the object selected are 
assigned labels. Fig. 4 shows the system design of the 
ecological approach with GCN. 

D. Training GCN and Visualization  

The final phase is testing, wherein this phase, the GCN 
structure, has completed training and validation and will be 
tested with the new graph. The system will use necessary AI 
components, namely Deep Graph Library (DGL), for 
processing the graph integrated with Pytorch.  We use a 
training loop that is the same as other PyTorch models: create 
an optimizer, feed the inputs to the model, calculate the loss, 
and use the autograd function to optimize it. We can use any 
computer with or without GPU capability in the 
implementation of GCN training.  We choose the required 
data sampling to speed up the learning process, even though 
the graph structure is relatively simple compared to the image 
data, which is usually used as input for deep learning.  

The training data steps as follows: (a) normalize the graph 
structure to be accepted as a GCN input with node and weight 
properties. (b) Graph convolution layer filters and extracts 
essential features. (c) Rectifier Linear Unit (ReLU) performs 
pooling/ down-sampling during the convolution process. (d) 
The graph convolution layer performs downsampling the 
graph information. (e) The softmax layer produces the final 
classification and makes a decision. The task is to predict 
which side of each object tends to join, given the network 
itself. The model produced an output feature of size 2 for each 
node; we can visualize by plotting the output feature in a 2D 
space. 

IV. RESULTS AND DISCUSSION 

In this section, we will present the results of the learning 
phase. We can see the results after the program reads the 
graph,  enters it as GCN input, and carries out the learning 
process. As the number of nodes and edges in the graph is 
small, the number of epochs selected is 100. The loss 
decreases with the rising number of epochs. After the 70th 
epoch, a slight loos reduction occurred, and the loss value is 
less than 0.1. We do the learning process on each object to 
become the initial to compare to the person [13]. After that, 
two poles attract each other between the selected object and 
the person. The experiment showed that the GCN learning 
method succeeded in a semi-supervised classification before  
100 epochs. Fig. 5 shows the decrement of GCN training loss 
until 100 epochs for the semi-supervised classification of 
each object as initial. 

 
Fig 4. System design of ecological approach with Graph Convolutional Networks. 



 
Fig 5. The loss of training every object the GCN. 
 

From the graphic representation, then we analyze the 
distance of the relationship between objects. Fig. 6 shows the 
result of the GCN training result for each object’s semi-
supervised classification as initial.  During the lunch scenario, 
we can see that object-1 (bottle), object-2 (bowl), object-3 
(spoon), and object-4 (fork) appear together frequently. 
However, only object 1, 2, and 4  have a strong relation in the 
lunch scenario (Fig. 6b and 6d). Object-3 looks quite far away 
from another object in the lunch scenario. Object-3 close to 
the lunch item occurs when used as the classification's initial 
(Fig. 6c). This is because object-3 also has a relation with 
object-5 (cup) in the working scenario.  We may infer that the 
spoon follows the cup object since it is also used for stirring 
the drink in the cup (Fig. 6b). 

In the working scenario, we can see that object-5 (cup), 
object-6 (keyboard), object-7 (laptop), object-8 (mouse), and 
object-9 (cellphone) appear together frequently. Objects-6, 

object-7, and object-8 attract each other. This is because these 
objects are often used together in a work scenario. Object-9 
also has closeness, although it is used less frequently than 
work scenario objects. It is different for object-5, which is 
quite far from other objects in the working scenario (Fig. 6b, 
6c, 6g, and 7i).  This happens because object-5 is close to 
object-3 in the lunch scenario. We can see the effect of the 
relationship from one object to another from this result.  

These results indicate that the relationship between one 
object and another object affects the position of an object in 
a class [12]. The intended position is the distance between an 
object and the object that is the initial of the class. This 
approach can be used in many elderly care robot applications. 
First, the robot can provide recommendations for what 
objects are needed in an activity scenario. Second, the robot 
can serve to remind what items are left behind in an activity 
scenario. For example, during a work scenario, the elderly are 
usually accompanied by a cup of coffee, but there is no object 
on the table. Robots can offer assistance to prepare a cup of 
coffee for the elderly. This requires a long interaction to 
understand the activities of the elderly to meet their needs.  

V. CONCLUSION AND FUTURE WORKS 

This paper discussed a study on ecological representation 
for object classification in elderly care robot applications. 
The model is obtained by observing object detection in two 
daily activity scenarios. All of these data are taken 
simultaneously, then represented in the field of experience 
that can be learned from all interactions that occur from 
ecological perspectives.  GCN application for input graphs 

 
a) Object-1 (bottle) as initial. 

 
b) Object-2 (bowl) as initial. 

 
c) Object-3 (spoon) as initial. 

 
d) Object-4 (fork) as initial. 

 
e) Object-5 (cup) as initial. 

 
f) Object-6 (keyboard) as initial. 

 
g) Object-7 (laptop) as initial. 

 
h) Object-8 (mouse) as initial. 

 
i) Object-9 (cellphone) as initial. 

Fig 6. Experimental result of semi-supervised classification using GCN for 9 objects (cyan is lunch scenario and magenta is work scenario). 



with multiple contexts is needed. The objectives of this 
method are for semi-supervised classification in daily activity 
related to the objects. This system needs to be supported by 
more distributed personal datasets for real-world 
applications. Furthermore, this study will describe the 
ecological constraints for the application of elderly care 
robots in more specific problems. This approach will be 
evaluated with input data from human-object interaction, 
environment, and health sensors in real-time. We can see 
what the robot can respond based on the information learned 
from these inputs. It will be the basis for developing a 
context-aware system in the elderly care robot application. 
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